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Phase-locking and environmental fluctuations
generate synchrony in a predator–prey community
David A. Vasseur1 & Jeremy W. Fox2

Spatially synchronized fluctuations in system state are common in
physical and biological systems ranging from individual atoms1 to
species as diverse as viruses, insects and mammals2–10. Although the
causal factors are well known for many synchronized phenomena,
several processes concurrently have an impact on spatial synchrony
of species, making their separate effects and interactions difficult
to quantify. Here we develop a general stochastic model of
predator–prey spatial dynamics to predict the outcome of a lab-
oratory microcosm experiment testing for interactions among all
known synchronizing factors: (1) dispersal of individuals between
populations; (2) spatially synchronous fluctuations in exogenous
environmental factors (the Moran effect); and (3) interactions with
other species (for example, predators) that are themselves spatially
synchronized. The Moran effect synchronized populations of the
ciliate protist Tetrahymena pyriformis; however, dispersal only
synchronized prey populations in the presence of the predator
Euplotes patella. Both model and data indicate that synchrony
depends on cyclic dynamics generated by the predator. Dispersal,
but not the Moran effect, ‘phase-locks’ cycles, which otherwise
become ‘decoherent’ and drift out of phase. In the absence of cycles,
phase-locking is not possible and the synchronizing effect of
dispersal is negligible. Interspecific interactions determine popu-
lation synchrony, not by providing an additional source of synchro-
nized fluctuations, but by altering population dynamics and
thereby enhancing the action of dispersal. Our results are robust
to wide variation in model parameters representative of many
natural predator–prey or host–pathogen systems. This explains
why cyclic systems provide many of the most dramatic examples
of spatial synchrony in nature.

Understanding what causes populations to fluctuate in synchrony is
important because synchrony can increase extinction risk in meta-
populations11,12, facilitate recolonization waves in cyclic popula-
tions13, and increase or decrease the stability of food webs14,15.
Although the synchronizing effects of dispersal and the Moran effect
have been well studied16–20, relatively little effort has focused on the
operation of these mechanisms in the presence of species interactions
(but see refs 13, 20–23). Besides providing an additional source of
synchronized fluctuations, interspecific interactions can introduce
high-amplitude cycles in population dynamics through nonlinear
feedbacks and time delays24. Many of the most dramatic examples
of spatial synchrony in nature come from species or systems that cycle
through time, including measles and pertussis outbreaks, larch bud
moth outbreaks, Fennoscandian voles and Canadian lynx–hare
cycles2,3,7–10, suggesting that interspecific interactions generating cycles
may be a crucial ingredient to understanding spatial synchrony.

We predicted the separate and interactive effects of different pro-
cesses on spatial synchrony by developing a stochastic spatial predator–
prey model based on the standard Rosenzweig–MacArthur model

(Methods). Our model incorporated key features of predator–prey
biology (density-dependent prey growth and time-limited predator
activity budget) known to drive the dynamics of many natural
predator–prey systems25. We simulated a factorial experiment crossing
the presence/absence of dispersal, the Moran effect and the predator to
examine their effects on prey synchrony. We conducted 10,000
Monte Carlo simulations of this experiment by varying five key
model parameters randomly so as to thoroughly sample a large region
of the ecologically relevant parameter space (see Supplementary
Information).

The model predicts that the Moran effect synchronizes prey
dynamics, but dispersal significantly increases prey synchrony only
with predators present (Fig. 1a, b and Supplementary Information).
The dispersal–predator interaction arises because predators generate
oscillations that are easily synchronized by dispersal. The dispersal–
predator interaction is a statistical signature of what is commonly
described in dynamical systems theory as ‘phase-locking’, whereby
coupling of periodic or chaotic oscillators entrains their phases and
periods1–4,26,27. In the absence of dispersal, initially synchronous
cycles desynchronize (‘decohere’) when predator and prey simulta-
neously reach low densities; subtle differences in noise at the nadir of
the cycle can lead to large differences in the timing of subsequent
peaks and consequently loss of synchrony (Fig. 2b and Supplemen-
tary Information). In the presence of dispersal, cycles tend to emerge
from the nadir in lock-step because any differences in density are
eliminated by a net flow of individuals from the higher-density to the
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Figure 1 | Three-way interaction plot of the impact of dispersal, the Moran
effect and predators on Tetrahymena synchrony. a–d, Results from our
theoretical model (a, b) and our experimental microcosms (c, d) are shown.
Points represent the mean z-transformed Pearson cross-correlation (61
s.e.m.). In the experiment, both dispersal and the Moran effect significantly
increase synchrony, but dispersal does so only in the presence of predators.
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lower-density patch (Fig. 2c and Supplementary Information); the
greater the density difference between patches the stronger the flow.
In contrast, when predators are absent, prey densities exhibit stocha-
stic fluctuations around carrying capacity (Fig. 2a) that allow little
scope for dispersal to generate synchrony because density differences
are random, non-cyclic, and are continually created. Dispersal of
only prey or predators produces results similar to those observed
when both species disperse, emphasizing that the dispersal–predator
interaction arises from phase-locking of predator–prey cycles, not
from prey tracking predators that are themselves synchronized
through predator dispersal (Supplementary Information).

In contrast to dispersal, the Moran effect does not generate phase-
locking2,4,26,27 and is slightly weakened by predator–prey cycles (Fig. 1a,
b and Supplementary Information). The Moran effect operates by
synchronously perturbing systems away from their intrinsically
generated trajectories. In the presence of any source of spatially
independent stochasticity, even perfectly synchronous environmental
perturbations are unlikely to ensure that cycles emerge from the nadir
in lock-step (Supplementary Information). Furthermore, the syn-
chronizing effect of these perturbations does not increase with the
density difference between the patches.

To test the model predictions we conducted a laboratory micro-
cosm experiment. We grew the ciliate protist Tetrahymena pyriformis
in paired batch cultures (habitat patches) using a system that closely
matches model assumptions (Supplementary Information). We
manipulated dispersal (no dispersal, or periodic exchanges of a small
volume of culture medium between paired cultures), the Moran
effect (spatially synchronous or spatially independent temperature
fluctuations) and species interactions (absence or presence of the
predatory ciliate Euplotes patella) in a full factorial design, as in the
model simulations. This is the first factorial experiment manipulat-
ing all possible sources of spatial population synchrony.

The model proved capable of quantitatively predicting the experi-
mental results (Fig. 1). As predicted, both dispersal and the Moran effect
significantly increased the synchrony of Tetrahymena (F1,36 5 6.5,
P 5 0.02; F1,36 5 20.3, P , 0.001, respectively). Crucially, a significant
interaction between dispersal and predators (F1,36 5 4.8, P 5 0.04)
indicated that dispersal was a much stronger synchronizing force in
the presence of predators; dispersal had no significant effect on prey
synchrony in the absence of predators (F1,22 5 0.4, P 5 0.5). This inter-
action arose because predators decreased Tetrahymena synchrony in the

absence of dispersal and increased it in the presence of dispersal, as
predicted by the model. The remaining main effect and interaction
terms were all nonsignificant, although we observed the predicted trend
for predators to weaken the Moran effect (Fig. 1).

We found a strong qualitative match between the model predic-
tions and experimentally observed treatment effect sizes across a large
range of ecologically relevant parameter space (Fig. 3). Eighty-six per
cent of Monte Carlo replicates predicted the three significant treat-
ment effects found in our experiment (dispersal, the Moran effect,
and the dispersal–predator interaction) to be the three strongest
effects in the analysis of variance (ANOVA).

Our data rule out alternative mechanisms by which predators might
enhance the synchronizing effect of dispersal. First, dispersal might
synchronize predator dynamics, leading to increased prey synchrony
because prey are impacted by fluctuations in predator density.
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Figure 2 | Temporal dynamics of Tetrahymena. a–f, Results from pairs of
jars experiencing the Moran effect and dispersal (a, d), predators (b, e), or
predators and dispersal (c, f) are shown. Panels a–c give illustrative
dynamics from our theoretical model, and d–f give illustrative dynamics
from our experimental microcosms. Adding predators to the theoretical

model and experimental Tetrahymena cultures generates cyclic dynamics. In
the presence of dispersal, cyclic dynamics are entrained by phase-locking.
Across panels a–c the same initial conditions and stochastic perturbations
were used to highlight the effect of predators and dispersal.
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Figure 3 | The distribution of treatment effects generated by Monte Carlo
simulation of 10,000 random parameterizations of the
Rosenzweig–MacArthur model. Boxes represent the median, 25/75th, and
10/90th percentiles of the effect-size distribution and stars represent the
experimental data. Treatment effects were calculated as the cumulative
difference between, for example, dispersal against non-dispersal treatments
(see Supplementary Information). Five model parameters were drawn from
uniform intervals: attack rate (2.33, 5), dispersal rate (0.05, 0.25), process
error standard deviation sj (0.05, 0.25), environment error standard
deviation se (0.3, 0.9), and the correlation of the predator’s and the prey’s
environment (21, 1).
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However, only the Moran effect significantly increased synchrony of
the predator Euplotes (Fig. 4; F1,16 5 13.6, P 5 0.002), suggesting that
dispersal does not synchronize Tetrahymena indirectly by synchroni-
zing the predator. Second, predators did not increase the strength of
the Moran effect on prey synchrony, as would be expected if increased
predator synchrony indirectly increased prey synchrony. Finally, lack
of a significant correlation between prey and predator synchrony
(r 5 0.05, t18 5 0.013, P 5 0.99) directly demonstrates that predator
synchrony did not drive the synchrony of Tetrahymena.

In our experiment, Euplotes increased the temporal variability of
Tetrahymena densities (coefficient of variation; F1,84 5 49.6,
P , 0.0001). It is possible that increased temporal variability could
increase spatial variability and thereby strengthen the synchronizing
effect of dispersal, because the net prey dispersal rate is proportional to
the difference in prey density between patches. However, our model
demonstrates that simply increasing the variability of prey densities
does not alter the impact of dispersal (Supplementary Information).

Instead, predators increased the synchronizing effect of dispersal
by generating large-amplitude predator–prey cycles (Fig. 2d–f and
Supplementary Fig. 7). The observed cycles were characterized by
long periods with both predator and prey at low densities making
them particularly susceptible to decoherence (Fig. 2e, f and Sup-
plementary Information). However, in the presence of dispersal,
cycles tended to emerge from the nadir nearly in lock-step, as pre-
dicted by the model (Fig. 2f). On average, paired prey populations
emerged from the first cycle nadir (first non-zero prey sample density
following first run of $2 consecutive samples with zero density) 1 day
apart in the presence of dispersal and 2.5 days apart in the absence of
dispersal, a significant difference (generalized linear model for
Poisson-distributed data, F1,18 5 5.68, P 5 0.02). In contrast, when
predators were absent prey densities exhibited stochastic fluctuations
around carrying capacity (Fig. 2d).

To test directly the ability of dispersal to synchronize emergence
from the cycle nadir, we conducted a second, independent experiment
(Supplementary Information). This experiment initiated replicate
paired cultures slightly out of phase near the nadir of the predator–
prey cycle, with half the replicates experiencing dispersal. As predicted
by the model, in the absence of dispersal the difference in prey density
between paired cultures increased as the ‘leading’ prey population
emerged first from the cycle nadir and exhibited accelerating growth
to high density. The prey density difference subsequently decreased as
the leading prey population approached peak density and decelerated,
allowing the ‘trailing’ prey population to (temporarily) catch up.
Dispersal slowed prey growth in the leading patch and accelerated
prey growth in the trailing patch, causing synchronous emergence
from the cycle nadir and preventing the prey density difference from
reaching large values. The results of this second experiment demon-
strate that the model captures the detailed dynamical mechanisms
linking dispersal to cycle synchrony in the first experiment.

Our results provide the first experimental demonstration of phase-
locking of predator–prey cycles and extend the range of oscillatory
dynamical systems in which phase-locking is known. Our results

support previous work suggesting that dispersal is a more effective
synchronizing agent in the presence of cyclic dynamics4,13,21,27.

Although the Moran effect significantly increased synchrony of
both Tetrahymena and Euplotes, we found no evidence of environ-
mental tracking in either species, or in our model simulations
(Supplementary Fig. 8). Synchronous environmental forcing syn-
chronizes population fluctuations by producing synchronous per-
turbations away from the intrinsically generated population
trajectory. The Moran effect therefore can synchronize populations
without population densities tracking environmental fluctuations28.
Ciliates only noticeably track temperature fluctuations when max-
imum temperatures are sufficiently high to cause mass mortality29.

In our experiment we found no significant effect of dispersal on
Euplotes synchrony, in contrast to the model predictions (Fig. 4).
This discrepancy may be due to lack of statistical power, as four
replicates were lost as a result of predator extinction and Euplotes
densities often were at or below the detection threshold for our
sampling protocol.

Much previous work considers how coupling synchronizes oscilla-
tions1. Our work highlights the converse: oscillations enable coupling
to produce synchrony. Our results provide a simple, general explana-
tion for why many of the most dramatic examples of spatial synchrony
in ecology comprise synchronized predator–prey oscillations. Like
most examples of spatial synchrony, including Huygens’ clocks, firing
of the sinoatrial node in the mammalian heart, flashing of fireflies and
light emission in lasers1, it is the underlying oscillations that provide
the scope for synchrony. Anthropogenic disturbances that alter or
eliminate population cycles, such as vaccination against pathogens,
climate change and species extirpations, may alter spatial synchrony
and have unexpected consequences for species persistence.

METHODS SUMMARY

We conducted a fully crossed factorial experiment on the effect of dispersal, the

Moran effect and predators on the synchrony of T. pyriformis dynamics in paired

culture jars. Dispersal was accomplished by manual transfer of 10% of the

experimental medium three times per week. We randomly varied the incubation

temperature of culture jars on a daily basis between 20 and 30 uC according to

prescribed schedules. Paired jars receiving the Moran effect experienced identical

variability, whereas the remainder experienced independent variability. The

predator treatment consisted of the addition of 15 individuals of E. patella to

each jar in a pair on day 3 of the experiment. Each of the eight treatment

combinations were replicated six times for a total of forty-eight experimental

units. Tetrahymena and Euplotes densities were sampled each weekday using

published methods30, until day 64 of the experiment. We calculated the

Pearson correlation of the first-order differences of Tetrahymena and Euplotes

densities and conducted ANOVAs on the Fisher’s z-transformed correlations.

We simulated a Rosenzweig–MacArthur predator–prey model in two patches

and using the same eight treatment combinations as in the experiment. The

experimental system matches key model assumptions (Supplementary

Information). The equations were modified to include natural mortality in the

prey, diffusive dispersal of individuals across patches, spatially correlated stoch-

astic environmental fluctuations affecting background mortality rates, and pro-

cess noise (a phenomenological description of other, spatially independent

sources of random variation, including demographic stochasticity). We simu-

lated the model for 2,048 time steps using a Runge–Kutta 4th/5th order algo-

rithm, holding the stochastic parameters constant within each time step. We

calculated synchrony of prey and predators in the manner described for the

experiment, using only the latter 1,024 time-steps to ensure that initial transients

had subsided. We conducted 10,000 Monte Carlo simulations in random multi-

variate parameter space to determine the robustness of our results (Sup-

plementary Information).

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Experimental methods. Experimental units comprised pairs of 80 ml culture jars

containing a solution of sterilized local spring water, 0.2 g l21 of Protozoan Pellets

(standardized pellets of crushed, dried plant matter produced by Carolina

Biological Supply), and one wheat seed. Protozoan Pellets and wheat seeds

provide energy and nutrients for bacteria, which are consumed by

Tetrahymena. The eight treatment combinations were replicated six times, yield-

ing n 5 48 experimental units. Twenty-four hours before inoculation with

Tetrahymena, three species of bacteria were added to each jar: Bacillus subtilis,

Enterobacter aerogenes and Bacillus cereus; other unidentified bacteria were added
with the protists. On day 0, T. pyriformis stock culture (1 ml) was added to each jar

(stock culture density 5,858.7 ml21). On day 3 of the experiment, 15 individuals

per jar of E. patella were added to the ‘predator’ treatments by micropipette.

Beginning on day 3, densities of Tetrahymena and Euplotes in small samples

(,0.2 ml) were determined daily on weekdays using published methods30. The

culture medium was refreshed weekly, beginning on day 4, by replacing 9 ml

experimental medium with 10 ml fresh sterile medium; the difference accounted

for loss due to sampling. The experiment continued until day 64, resulting in 44

observations per jar. Dispersal was accomplished by exchanging 8 ml medium

between jars within a pair every Monday, Wednesday and Friday after sampling.

This dispersal regime imposes density-independent (diffusive) dispersal charac-

terized by equal per-capita dispersal rates for predators and prey.

Environmental fluctuations were accomplished daily by moving jars between 20

and 30 uC incubators according to prescribed schedules. Each schedule comprised

38 days at 20 uC and 26 days at 30 uC permuted by a random series possessing a

reddened spectrum (1=f 0:5) (see ref. 19). This introduced a natural level of tem-

poral autocorrelation into environmental fluctuations and ensured a consistent

mean temperature for each jar (24.1 uC). We discarded and replaced two schedules
prescribing incubation at 30 uC for more than 8 days in a 10 day period to better

enable persistence of Euplotes. Jar pairs experiencing synchronized temperature

fluctuations followed the same schedule; otherwise, jars followed independent

schedules. Different replicate pairs within both synchronized and independent

treatments experienced different time series of temperature fluctuations to avoid

confounding environmental synchrony with the unique properties of any particu-

lar temperature time series.

We calculated the synchrony of Tetrahymena and Euplotes densities (x) within

experimental units as the Pearson product-moment correlation (r) of the first-order

differences, r(t)~x(tz1){x(t). We measured synchrony using cross-correlations

rather than phase differences because our time series were too short to allow precise

estimation of cycle phase. We measured synchrony in the same fashion in our

theoretical model, so the experimental data directly test model predictions.

We conducted a three-factor ANOVA on the Fisher’s z-transformed correla-

tions, z~0:5 ln½(1zr)=(1{r)�, to test for differences in synchrony across treat-

ments. Inspection of the r(t) series revealed a highly synchronized initial

(transient) decline in Tetrahymena across all jars. We removed the first 12 days

of data from the analysis to ensure that this synchronous transient did not

dominate our results. Removing more than 12 days of initial data did not

qualitatively alter our results and produced only very minor quantitative changes.

In four replicate pairs containing both Tetrahymena and Euplotes, densities

dropped below our detection threshold in at least one jar and did not recover;

these replicates were excluded from all analyses. Inspection of residuals for all

statistical analyses indicated conformity with distributional assumptions.

Theoretical model. The modified Rosenzweig–MacArthur model of prey N and

predators P in patch i is given by the non-dimensional model:

dNi

dt
~Ni(1{Ni){mNi

Ni{
aNiPi

NizN0

zd(Nj{Ni)zeNi
Ni

dPi

dt
~

eaNiPi

NizN0

{mPi
Pizd(Pj{Pi)zePi

Pi

where i 5 1, 2 and i ? j. Values for the attack rate a 5 3.0, assimilation efficiency

e 5 0.5, and half-saturation density N0 5 0.3 were chosen to generate predator–

prey cycles that qualitatively mimic those seen in the experiment (Figs 1–3).

Their exact values have little impact on the results, provided that they generate

a limit cycle or damped oscillations in the absence of stochasticity

(Supplementary Information).

Dispersal was controlled by the diffusive rate d and was equal to 0.15 (or 0) for

both predators and prey. We imposed synchronized or independent fluctuations in

the background per-capita mortality rates (m) according to mNi
(t)~0:25 exp½ji(t)�

and mPi
(t)~0:5 exp½ji(t)� where ji are discrete, normally distributed random

variables with mj~0 and sj~0:6 (see ref. 15 for rationale). In treatments without

predators, Pi were initialized at zero, otherwise Pi and Ni were chosen randomly on

the intervals (0.1, 0.2) and (0.5, 1.0), respectively.

Independent process error was imposed on each population by a discrete

random normal variable e with me~0 and se~0:15. Our description of process

error generates temporal variance in population size proportional to the square

of mean population size, independent of spatially correlated environmental

fluctuations and predator–prey cycles. This variance-mean scaling relationship

is broadly consistent with theoretical arguments and empirical data31.

31. Vasseur, D. A. & Gaedke, U. Spectral analysis unmasks synchronous and
compensatory dynamics in phytoplankton communities. Ecology 88, 2058–2071
(2007).
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